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Normality assessment, few paradigms and use cases
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Abstract
Background: The importance of applying the normality tests is underlined by the way of continuing the statistical 
protocol for numerical data within inferential statistics, respectively by the parametric or non-parametric tests that 
we will apply further on. Methods: To check the calculation mode, we used sets of random values and we performed 
the normality assessment using statistical calculation programs. We took non-Gaussian data (n = 30, n = 50, n 
= 100, n = 500) and Gaussian data (n = 30, n = 50, n = 100, n = 500) for which we checked the normality of the 
data. Data chosen for this study were most representative for each batch (n). Results: The application of normality 
tests to the data under study confirms that the data are non-Gaussian for the first data set. For the Gaussian data 
sample, the verification of normality is confirmed by the results. Conclusion: For data up to 50 subjects, it is rec-
ommended to apply the Shapiro-Wilk test, but also to apply graphical methods to confirm the accuracy of the result. 
If the data samples have more than 50 values, the D’Agostino & Pearson omnibus normality test should be applied 
and if the statistical program does not contain this test, the Shapiro-Wilk test can be applied (in the case of SPSS). 
Graphical methods, although they require some experience, are useful for identifying the normality of distributions 
with a small number of data.
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Short Communication

Introduction

The processing of numerical data with the help 
of statistical tests must often - depending on 
the statistical protocol - go through an import-
ant stage that leads to a correct interpretation of 
the results. The stage that must be performed is 
Normality assessment - the verification of the 
normality of the data allows the correct identi-

fication of the tests that are to be performed fur-
ther in a statistical protocol (parametric tests or 
non-parametric tests). Normality assessment can 
be performed both by graphical methods and by 
mathematical methods. Graphical methods are 
useful for more experienced users, while mathe-
matical methods involving statistical tests allow 
to find results that are easy to interpret by any 
user. (1). 
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Since 1900, there have been a lot of normality 
assessment tests (2) that allow the identification 
of Gaussian distributions. To name a few: Shap-
iro – Wilk test (3); Shapiro – France test; Kolo-
mogorov – Smirnov test (4,5); Anderson – Dar-
ling test; Jarque – Bera test; chi-squared test (6); 
skewness – kurtosis test, and the list could go 
on. Undoubtedly, some of these tests have shown 
various corrections over time (7).
Based on the result of the normality test that in-
dicates or not the existence of normal/ Gauss-
ian distributions, various analysis methods can 
be performed including regression, correlation, 
comparison of central tendency ,and analysis of 
variance (8), following - as appropriate - para-
metric or nonparametric paths of statistical anal-
ysis.
A standard Gaussian distribution is one of the 
most important distributions and has a bell-
shaped curve described by its mean and SD, 
while the extreme values do not have a signif-
icant impact on the mean value, namely 68.2%, 
95.4%, and 99.7% of the data are contained be-
tween mean and ± 1SD, mean and ± 2SD, mean 
and ± 3SD (1). Various specialists (8,9) consider 
that, for a sample with over 100 measurements, 
the violation of normality is not a major prob-
lem, however, the performance and identifica-
tion of data normality should be done regardless 
of its size (8,9). If the data do not correspond 
to a Gaussian distribution, then the mean is no 
longer a representative element for our data set 
and the representative element will become the 
median (1). A wrong selection of the represen-
tative element of the data will implicitly lead to 
a misinterpretation. This can be avoided by per-
forming a normality assessment and depending 
on the test result we choose the representative 
value of the data. If the data have passed the 
normality test, then we will apply parametric 
tests, otherwise the medians are used to com-
pare the groups and therefore we will apply non-
parametric tests.

Normality assessment tests
For the data in the paper, we recommend the 
statistical analysis programs MedCalc (https://
www.medcalc.org/), SPSS (https://www.ibm.
com/analytics/spss-statistics-software), and 
GraphPad Prism (https://www.graphpad.com/
scientific-software/prism/), where one can find 
the normality tests that will be presented.
1.	 The Kolmogorov-Smirnov test is based on 

the maximum difference between the ob-
served distribution and the expected cumu-
lative-normal distribution. Because it uses 
the sample mean and standard deviation to 
calculate the expected normal distribution, 
the Lilliefors adjustment is used. The small-
er the maximum difference, the more like-
ly the distribution is to be normal. This test 
proved to be less potent than the other tests 
in most cases (7,10).

2.	 The Shapiro-Wilk test proved to be the most 
powerful test in most situations (11,12). It 
is the ratio of two estimates of the variance 
of a normal distribution based on a random 
sample of n observations (7,13).

3.	 The D’Agostino-Pearson test first analyzes 
the data and determines the asymmetry (to 
quantify the asymmetry of the distribution) 
and the vault (to quantify the shape of the 
distribution). Then, it calculates how much 
each of these values differ from the expect-
ed value with a normal distribution and cal-
culate a single P value from the sum of the 
squares of these discrepancies (14). This 
statistical test combines two tests (the kur-
tosis test and the skewness test) and gives it 
a chance to detect deviations from normality 
(15,16).

4.	 The graphic methods of type Q-Q plot or 
cumulative frequency (P-P) plots we have 
represented the two data sets (observed and 
expected) and are recommended specially to 
experienced users (1). If the data come from 
a Gaussian distribution, we should see the 
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points forming a line that is approximately 
straight (17).

Material and method

Data collection
To check the calculation mode, we took sets of 
random values and we performed the normali-
ty test using statistical calculation programs 
(GraphPad Prism vers. 9, SPSS vers. 22.0 and 
MedCalc vers. 19). The graphical method was 
performed using the MedCal vers. 19 and SPSS 
vers. 22.0
For each data set we took a different number of 
values n=30, n = 50, n = 100, n = 500.
For non-Gaussian data (n = 30, n = 50, n = 100, 
n = 500) we applied the data generator that is 
based on the principle of Vale and Maurelli (18), 
the data represents the value of creatinine from 
urine at 24 hours. The Gaussian data sets (n = 
30, n = 50, n = 100, n = 500) were generated 
using the MedCalc program and met the fol-
lowing conditions: the mean of the values was 
chosen 110 and SD = 25 (the data correspond 
to the measurement of Creatinine in the urine 
for 24 hours which may have normal values in 
the 0-200 mg range). Data chosen for this study 
were most representative for each batch (n).

Applied statistical test
We applied the normality tests from the SPSS 
statistical program (Kolmogorov –Smirnov test, 
Lilliefors Sig. Correlation, Shapiro-Wilk test), 
from the MedCalc statistical program (Shap-
iro-Wilk test for Normal distribution, Shap-
iro-Francia test for Normal distribution, D’Agos-
tino-Pearson test for Normal distribution, Kolm-
ogorov-Smirnov test for Normal distribution 
(Lilliefors significance correction)), and from 
the GraphPad Prism statistical program (Shap-
iro-Wilk test, D’Agostino-Person omibus test, 
Kolmogorov-Smirnov whit test Dallal-Wilkin-
son -Lilliefor P value). Graphical methods for 

identifying normality were made using the Med-
Calc and SPSS.
Throughout the paper we will use the following 
calculation formulas:

where x equals the mean, S standard deviation, 
CV the variation coefficient 

Working hypotheses, test elaboration
The following were established in the normality 
test: null hypothesis (H0) - the data do not dif-
fer significantly from a normal distribution. The 
alternative hypothesis (H1) - data set differs sig-
nificantly from a normal distribution. The statis-
tical test measures the discrepancy between the 
data set and the reference one, and, thus, we will 
obtain the p value (19). If the value p  (where  is 
the significance level chosen for our test, usually 
0.05), then the normality hypothesis is rejected.

Results

For non-Gaussian data on creatinine in urine at 
24 hours we have a coefficient of variation be-
tween 4% and 8%. The values for the normality 
check are found in Table 1. The results for ver-
ifying the normality of the data for the sets of 
values (N = 30, N = 50, N = 100 and N = 500) 
confirm that these data have a non-Gaussian dis-
tribution.  All tests indicated the correct answer 
for samples with more than 30 measurements. 
Fig. 1 also shows the evaluation of the normality 
of the data made by graphical methods - Q-Q plot 
diagrams for the data that do not have a Gaussian 
distribution. The data were analyzed using the 
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MedCalc program. It can be seen that the results 
found in the diagrams below (Fig. 1) confirm the 
test results in Table 1, the data are non-Gaussian.
For the second data set for creatinine in urine 
for 24-hour, it was chosen so that the data re-

spect a Gaussian distribution, we chose the mean 
values equal to 110 and the standard deviation 
(SD) of 25. In this case the data scattering (the 
coefficient of variation) is 23% with relatively 
homogeneous data. The verification of normality 

Table 1. Values of the normality test for data that do not have a Gaussian distribution

Normality test N=30
(p)

N=50
(p)

N=100
(p)

N=500
(p)

Normality test with GraphPad Prism program
Shapiro-Wilk normality test <0.0001* <0.0001* <0.0001* <0.0001*
D’Agostino & Pearson omnibus normality test 0.0005* <0.0001* <0.0001* <0.0001*
KS normality test with Dallal-Wilkinson-Lilliefor P value <0.0001* 0.0017* <0.0001* <0.0001*
Normality test with SPSS program
Shapiro-Wilk 0.000* 0.000* 0.000* <0.000*
Kolmogorov-Smirnov Lilliefors Significance Correction 0.000* 0.002* 0.000* <0.000*
Normality test with MedCalc program
Shapiro-Wilk test for Normal distribution <0.0001* <0.0001* <0.0001* <0.0001*
Shapiro-Francia test for Normal distribution 0.0001* 0.0001* <0.0001* < 0.0001*
D’Agostino-Pearson test for Normal distribution 0.0005* 0.0001* <0.0001* < 0.0001*
Kolmogorov-Smirnov test for Normal distribution 
(Lilliefors significance correction) <0.0001* 0.0017* <0.0001* < 0.0001*

*reject Normality

Fig. 1. Q-Q plot diagrams for data with non-Gaussian distribution
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was performed with the help of various statis-
tical calculation programs and we obtained the 
following values, which are found in table 2.
Figure 2 shows the Q-Q plot to verify the nor-

mality of the data, this being a graphical method. 
These data were analyzed using the SPSS sta-
tistical program. The results in Table 2 are also 
confirmed by the Q-Q plot which are in Fig. 2.

Table 2. Values of the normality test for data with Gaussian distribution

Normality test N=30
(p)

N=50
(p)

N=100
(p)

N=500
(p)

Normality test with GraphPad Prism program
Shapiro-Wilk normality test 0.3711 0.2944 0.6735 0.7365
D’Agostino & Pearson omnibus normality test 0.2256 0.0642 0.4622 0.9699
KS normality test with Dallal-Wilkinson-Lilliefor P value 0.2000 0.2000 0.200 0.200
Normality test with SPSS program
Shapiro-Wilk 0.371 0.294 0.673 0.736
Kolmogorov-Smirnov Lilliefors Significance Correction 0.200 0.200 0.200 0.200
Normality test with MedCalc program
Shapiro-Wilk test for Normal distribution 0.3711 0.2944 0.6735 0.7365
Shapiro-Francia test for Normal distribution 0.6037 0.1266 0.7363 0.6327
D’Agostino-Pearson test for Normal distribution 0.2256 0.0642 0.4622 0.9699
Kolmogorov-Smirnov test for Normal distribution 
(Lilliefors significance correction) >0.10 >0.10 >0.10 >0.10

*reject Normality

Fig. 2. Q-Q plot diagrams for data with Gaussian distribution
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Discussions
The importance of applying the normality as-
sessment is underlined by the way of continuing 
the statistical protocol for numerical data with-
in the inferential statistics, respectively by the 
parametric or non-parametric tests that we will 
apply further on. Depending on the result of the 
normality assessment, we will apply differenti-
ated statistical methods: parametric statistical 
tests if the data have a Gaussian distribution or 
non-parametric statistical tests if we do not have 
a Gaussian distribution (1,20).
The normality of the data can be verified by var-
ious methods, both numerical and graphical, but 
each method in turn has both advantages and dis-
advantages. The various methods for verifying 
the normality of the data involve an important 
element, namely the number of measurements 
that are performed (the study sample) (12), and 
the precision of the result display for the normal-
ity test applied.
Statistical tests have the advantage of making an 
objective assessment of the normality of the data, 
but they also have the disadvantage that they are 
not sensitive enough to small data samples or are 
overly sensitive to large data samples (1).
Depending on the sample size, some special-
ists consider that for a small sample of data, 
for example those with fewer than 30 measure-
ments, no normality test should be applied and 
non-parametric tests should be applied automat-
ically (21,22). 
According to the central limit theorem in which 
we find the words “large numbers” and “approx-
imately” for the normality of the data, no number 
is identified related to the sample size (23). Be-
cause a limit number for the sample is not speci-
fied in this theory, we must apply normality tests 
regardless of the sample size. Although there are 
various opinions about such a limit, which is 30, 
for which one should not apply any test of nor-
mality and automatically apply non-parametric 
tests (21,22). This limit was established by var-

ious Monte Carlo simulations (from rather old 
paper), but these simulations were performed on 
the basis of perfect theoretical samples and in 
ideal conditions (23), which is unlikely to be met 
in the case of data collected by various methods. 
William Gossett (23) applied the t student test 
for samples smaller than 30 where this condi-
tion was imposed, meaning that if the limit of a 
sample is greater than 30 measurements, then we 
will never apply this test for small data samples 
and which meet the conditions of application 
(they have Gaussian distributions). Likewise, 
D’Agostino and Person checked the computa-
tional power of the normality tests for samples 
with n = 20 (24). Of course, for some studies a 
sample of 10 or 20 it is enough, while for other 
studies a large sample may be insufficient (as in 
the case of pandemic data) (25). It is very clear 
that this central limit theorem should be applied 
on a case-by-case basis (26).
When we have a large data sample, the central 
limit theorem states that the violation of normal-
ity is not a major problem, although, to obtain 
some significant conclusions it is advisable to 
assume the normality of the data regardless of 
sample size (19,27).
For example, to verify the normality of the data, 
the Shapiro-Wilk test is recommended for small 
data samples (n <50), although it can be applied 
just as well for large sample sizes (12,27). Un-
fortunately, this test, like the others studied, can 
misidentify the distributions for data sets less 
than to 30, this test should be supplemented with 
graphical methods to have a confirmation of the 
test result (Figure 3).
The Kolmogorov-Smirnov test with Lilliefors 
significance correction is based on the largest 
discrepancy between the cumulative sample dis-
tribution and the cumulative normal distribution, 
it is used for samples with n≥50 (1); this test 
proved to be less powerful than the other tests 
in most situations and is included in statistical 
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programs more due to its popularity and for his-
torical reasons (7).
Another check of data normality can be done 
with tests that take into account both data skew-
ness and kurtosis, these tests are strong and easy 
to apply, such a test is D’Agostino & Pearson 
omnibus normality test (11).
In our opinion, it is recommended that the ana-
lytical values be supplemented with a verifica-
tion of the graphical representation of the data 
- especially for small data sets (fewer than 30 
measurements) - which allows the identification 
of abnormal values that may influence the test 
result (27). We must not forget that the graph-
ical and semigraphic methods (CDF, QQ plot), 
although present in most statistical programs, re-
quire a certain degree of user experience in using 
these methods (1). The simplest of them, the QQ 
plot method which checks if the points are found 
on a line, then the normality of the data is accept-
ed, a removal of the points from this right leads 
to the rejection of normality for the respective 
data (1,15). These methods allow to visualize the 
degree of discrepancy of the data in comparison 
with the theoretical distribution together with 
the specific values that are distanced, but do not 
offer an objective measurement of this discrep-

Fig. 3. Logic diagram for applying the normality assessment

ancy (1). There are other methods that allow the 
identification of normal data such as Bootstrap 
Diagnostics (28).
Regardless of the test applied, it is advisable to 
specify which of these tests have been applied 
especially in scientific research. In many of the 
articles, only brief statistical data are specified 
and people who either review the article or read 
these papers find it very difficult to identify the 
normality assessment applied (8).
Normality assessment of samples with 30 val-
ues or fewer was not performed in this study and 
a new research will be made in which we will 
perform Monte Carlo simulations to obtain evi-
dence-based conclusions.

Conclusions

For numerical data, the part of the normality 
assessment does not have to be something op-
tional, it is something compulsory and allows 
the correct identification of the distribution of 
the data from the analyzed samples, for each 
sample. For a sample of data of fewer than 30 
subjects, the existing international literature rec-
ommends that no normality assessment be ap-
plied and that the data be considered data that do 
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not have a Gaussian distribution. In our opinion, 
however, for data up to 50 subjects, it is recom-
mended to apply the Shapiro-Wilk test, but also 
to apply graphical methods to confirm the cor-
rectness of the result. If the data samples have 
more than 50 values, the D’Agostino & Pearson 
omnibus normality test should be applied and if 
the statistical program does not contain this test, 
the Shapiro-Wilk test can be applied (in the case 
of SPSS). Graphical methods, although they re-
quire some experience, are useful for identifying 
the normality of distributions with a small num-
ber of data.
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